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Jain et al. [4] recently introduced a new no-good learning approach for multi-
valued satisfaction (MV-SAT) problems. This approach was shown to infer sig-
nificantly stronger no-goods than those inferred by a mechanism that is based
on a Boolean representation of a multi-valued problem as a SAT instance. Like
earlier methods, the learning approach is based on an implication graph where
nodes represent domain events and edges are implications drawn by the clauses
in the given problem. One of the novelties of Jain et al. was the sole focus on
variable inequations to infer the minimal reasons for a failure.

In this work, we investigate why the particular use of inequations results
in stronger no-goods and we formulate a general framework for multi-valued
nogood-learning that can handle more general constraints, and also different
domain representations, such as interval domains, which are commonly used for
bounds consistency in constraint programming (CP). This is an essential step
towards an integration of pseudo-Boolean and multi-valued SAT.

State-of-the-art SAT and CP methods differ significantly in style and phi-
losophy, in particular in the problem representation as a “flat” set of clauses
for the former and with richer multi-valued constraints (such as linear inequal-
ities, element constraints, all-different, knapsack, etc.) for the latter. Despite
this inherent structural advantage that CP offers, CP solvers that are based on
SAT reformulations are highly competitive, such as Sugar [7], which won the CP
global constraints competition in two consecutive years [2]. Consequently, vari-
ous hybrid approaches have been introduced, including pseudo-Boolean solvers
(e.g., Dixon et al. [3]) supporting inequalities over binary variables, SAT mod-
ulo theories (SMT) [5] “attaching” additional theories to a SAT solver, and the
award-winning lazy clause generation approach [6]. In the adjacent field of mixed
integer programming (MIP), conflict-driven nogood learning has been explored
by the SCIP solver [1]. Another related contribution is the recently proposed
multi-valued SAT solver CMVSAT-1 [4] that strengthens nogood learning by di-
rectly incorporating the knowledge that each variable must take exactly one out
of a number of values.
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In this work, we provide a framework for strong multi-valued nogood learning,
generalizing CMVSAT-1. We identify sufficient conditions for constraint propaga-
tors to support nogood learning effectively. Moreover, we show that the gener-
alized framework is capable of handling various domain representations, such as
interval domains, and associated propagators that enforce bounds consistency.

In CP, one may view the set of constraints as split in two classes. Primitive
constraints are enforced directly by the domain representation used. Secondary
constraints consist of the rest. The propagation of a secondary constraint Cs can
be viewed as the process of entailment of new primitive constraints Cp from the
conjunction of the existing primitive constraints and the secondary constraint
that is propagated, i.e., (

∧
Ci∈PrimStoreCi) ∧ Cs ` Cp.

In our framework, nogoods take the form of disjunctions of negated primitive
constraints. The idea is to create an implication graph whose nodes represent
primitive constraints. The outgoing arcs link a node to a set of primitive con-
straints that, when conjoined with some secondary constraint, allow the entail-
ment of the corresponding primitive constraint. A conflict is reached when a
subset of nodes in the graph represents a set of primitive constraints that con-
tradict one another. A “valid” cut in this conflict graph (defined appropriately)
provides us with a nogood that can be inferred from this conflict. We show that
under certain conditions, we can efficiently learn powerful nogoods using such
an analysis. Further, we propose a way to post-process the implication graph in
order to further strengthened the learned nogood in this general setting.

We demonstrate the effectiveness of these ideas in an empirical evaluation
involving problems from three domains, each combining challenging combina-
torial constraints with linear inequalities: the ‘quasigroup with holes’ problem
with costs, the market split problem, and the weighted N-queens problem. Our
implementation of the above ideas as the solver CMV-SAT2 turns out to be the
most robust method that works well across all these domains, compared to the
pure SAT solver MiniSAT, the CSP solver Mistral, and the MIP solver SCIP.
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