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Abstract

Previous research has shown that a global multiple scattering sim-
ulation is needed to achieve physically realistic renderings of hair,
particularly light-colored hair with low absorption. However, previ-
ous methods have either sacrificed accuracy or have been too com-
putationally expensive for practical use. In this paper we describe a
physically based, volumetric rendering method that computes mul-
tiple scattering solutions, including directional effects, much faster
than previous accurate methods. Our two-pass method first traces
light paths through a volumetric representation of the hair, con-
tributing power to a 3D grid of spherical harmonic coefficients that
store the directional distribution of scattered radiance everywhere
in the hair volume. Then, in a ray tracing pass, multiple scattering
is computed by integrating the stored radiance against the scattering
functions of visible fibers using an efficient matrix multiplication.
Single scattering is computed using conventional direct illumina-
tion methods. In our comparisons the new method produces quality
similar to that of the best previous methods, but computes multiple
scattering more than 10 times faster.

CR Categories: I.3.7 [Computer Graphics]: Three-Dimensional
Graphics and Realism

Keywords: Hair, multiple scattering, spherical harmonics

1 Introduction

Physically based simulation of light scattering in hair is needed to
reproduce the appearance of real hair accurately. Previous work
has shown that hair fibers transmit a large fraction of the light
that falls on them [Marschner et al. 2003] and that, because of
this, multiple scattering is important to the appearance of hair—
in fact, multiply scattered light predominates in blond and other
light colored hair [Moon and Marschner 2006]. An accurate hair
renderer must therefore allow for interreflections among the fibers,
accounting for all paths by which light can be scattered from fiber
to fiber before reaching the eye. However, simulating global il-
lumination in a model consisting of tens of thousands of densely
packed fibers is a daunting problem. Previous hair rendering sys-
tems have sidestepped multiple scattering by introducing an unreal-
istically large diffuse component in the fibers’ scattering function,
have used coarse approximations to multiple scattering that discard
directional variation that is relevant to appearance, or have involved
expensive computations that take hours of CPU time per frame.

Photon mapping methods have proven successful for hair render-
ing [Moon and Marschner 2006; Zinke 2008], but they are slow
and require a large amount of storage for the photons. This paper
proposes a new method for computing multiple scattering in hair.
Like photon mapping, it uses a light tracing and a ray tracing pass,
but it stores the position- and direction-dependent scattered radi-
ance distribution in a 3D grid of coefficients for spherical harmonic
basis functions. Compared to a photon map, this representation for
radiance is more compact and better organized in memory, and it
allows fast integration by sparse matrix multiplication during ren-
dering. At the same time, we avoid the high cost of tracing paths
from fiber to fiber by replacing the hair geometry with a voxel grid
that stores density and orientation statistics, through which paths
are traced by volumetric methods.

The end result of adopting smooth representations for the essen-
tially smooth phenomena of volume scattering in hair is that our
new method outperforms an implementation of photon mapping
based on the same ray tracing infrastructure [Moon and Marschner
2006] by a factor of 20 while achieving results of equivalent quality.

2 Background

2.1 Prior work

This work is focused on the accurate calculation of multiple scat-
tering in volumes of light colored hair fibers. Existing techniques
handle multiple scattering in a number of different ways. The
most common is to approximate its contribution as a constant dif-
fuse term in single scattering calculations [Kajiya and Kay 1989;
Marschner et al. 2003; Zinke and Weber 2007], ignoring direc-
tional effects altogether. All widely used hair rendering methods
use this approach; for a survey see Ward et al. [2007]. The most
accurate alternative would be to perform brute-force Monte Carlo
path tracing [Kajiya 1986], but the rate of convergence makes it
prohibitively slow. A more practical class of methods are gen-
eralized photon mapping techniques [Moon and Marschner 2006;
Zinke 2008] which can smoothly approximate multiple scattering in
volumes by estimating densities of traced particles. However, those
approaches are memory intensive and still require several hours of
computation to generate high quality still images. Our new method
builds upon their ideas but avoids both of these limitations.

One of the core concepts in our work is to consider assemblies of
hair as continuous volumetric media that vary both spatially and di-
rectionally. Multiple scattering within such media has been studied
extensively in computer graphics [Cerezo et al. 2005], including ray
tracing approaches [Kajiya and von Herzen 1984], two pass meth-
ods such as photon mapping [Jensen and Christensen 1998], and
diffusion-based approximations [Stam 1995]. By posing the cal-
culation of multiple scattering in hair as a continuous volumetric
problem we can draw insights from these existing ideas, although
the oriented nature of hair volumes prevents these methods from
being applied directly. Other research has focused on the relation-
ship between volumes of scattering geometry and continuous me-
dia [Moon et al. 2007] but assumed randomly oriented geometry.

Many methods for rendering multiple scattering in clouds use a

1



To appear in the proceedings of SIGGRAPH 2008

voxelized representation of a volume, and we take the same ap-
proach here. In those methods, a regular grid stores volume pa-
rameters and is also directly used to determine the flow of light
through a volume, as in finite element methods [Bhate and Tokuta
1992; Rushmeier 1988] and energy shooting approaches [Max
1994; Nishita et al. 1996]. Our grid also stores hair volume pa-
rameters, but unlike these previous methods we trace light paths
stochastically and simply store the resulting distribution in the grid.

We use spherical harmonic functions to represent the directional ra-
diance distributions at positions within a volume of hair. Spherical
harmonics are a popular method for representing spherical func-
tions in applications from global illumination [Westin et al. 1992;
Sillion et al. 1991] to efficient real-time rendering of soft lighting
effects [Ramamoorthi and Hanrahan 2004; Sloan et al. 2002]. Our
use of spherical harmonics on a grid is related to the idea of irradi-
ance volumes [Greger et al. 1998], though we store radiance rather
than irradiance and our application is different.

2.2 Spherical harmonics

The spherical harmonics are a basis for functions on the sphere that
is used widely in graphics. More information on spherical harmon-
ics, their definition, and their efficient evaluation can be found in
the references [Green 2003; Ramamoorthi and Hanrahan 2004].

We use the real form of the spherical harmonics, which are a set
of real-valued, orthonormal functions of direction. The spherical
harmonicsY m

l (ω) are indexed by two integersl andm, called the
degreeandorder respectively, withl ≥ 0 and |m| ≤ l. In this
paper, for notational simplicity we index the spherical harmonics
by a single indexk > 0, so that

Y1 = Y 0
0 ; Y2 = Y −1

1 ; Y3 = Y 0
1 ; Y4 = Y 1

1 ; Y5 = Y −2
2 ; . . .

There are(D + 1)2 spherical harmonics of degree at mostD, so a
functionf represented by spherical harmonics up to degreeD is

f(ω) =

(D+1)2X
k=1

ckYk(ω)

where the vectorc is called the spherical harmonic coefficients of
the functionf . We say thatf ∈ YD = span{Y1, . . . , Y(D+1)2}.

The properties of theYks that are relevant in this paper are:

• The spherical harmonics are orthonormal:〈Yk, Yk〉 = 1, and
〈Yk, Yk′〉 = 0 for k 6= k′.1

• The spherical harmonics up to degreeD are closed under ro-
tations. Starting with a functionf ∈ YD, a rotation of that
functionfR(ω) = f(Rω) is still in YD. If the coefficients of
f arec, then the coefficients offR areRc for a square matrix
R that depends only onR. A simple and efficient algorithm
for multiplying byR is given by Kautz et al. [2002].

3 Method

The input to our renderer is a list of 3D curves describing the geom-
etry of the hair fibers, which are treated as elliptical tubes for ray
intersection. Their scattering properties are defined by a scattering
function fs(x, ωo, ωi) that describes how much light, in total, is
scattered fromωi to ωo by the fiber aroundx, without regard for
its distribution across the fiber (see Marschner et al. [2003] for a
complete definition).

1〈f, g〉 is the inner product with respect to solid angle over the sphere:R
S2 f(ω)g(ω)dω
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Figure 1: Block diagram of the phases of our rendering method,
progressing from the model to the volume of spherical harmonic
coefficients used by the rendering phase.

Our method proceeds as illustrated in Figure 1. Before rendering,
the hair geometry is converted into a volume, producing a regular
grid of density and orientation statistics throughout the hair. The
scattering function of the fibers is also processed to convert it into
a matrix suitable for transforming incident to scattered light in the
spherical harmonic basis.

The rendering process centers around the scattered radiance dis-
tribution Ls(x, ω), which is the average radiance found near the
point x and the directionω, excluding light coming directly from
sources. In the first pass,Ls is estimated everywhere in the hair by
using the stored volume statistics to trace random paths from the
light sources, updating spherical harmonic coefficients describing
scattered radiance in each cell of the grid. The resulting coefficients
are filtered to suppress ringing and noise. In the second pass, pixels
are rendered by tracing rays from the eye, and direct illumination is
calculated by sampling light sources by standard methods. Indirect
illumination is computed using the storedLs coefficients, which
must be rotated into the fiber’s local frame, and the precomputed
scattering matrix.

We chose to use spherical harmonics for two reasons: because rota-
tions are convenient and efficient, and because their axial structure
makes them well-suited to representing fiber scattering functions,
which naturally separate into longitudinal and azimuthal compo-
nents [Marschner et al. 2003]. These special properties of the SH
basis are only relevant in the rendering phase; the light path tracing
phase would be the same for any orthogonal directional basis.

The spherical harmonics have some disadvantages in our applica-
tion, including their global support, which means all the coefficients
must be computed to evaluate a function for a single direction,
and their propensity for ringing when approximating functions with
sharp features. The measures we take to combat noise and ringing
are discussed in Section 3.4.

In the following sections the different parts of the algorithm are
described in more detail, beginning with the final rendering pass to
establish notation.

3.1 Rendering

To render the output image, a standard ray tracing procedure is fol-
lowed starting from the eye. When a ray hits a visible fiber atx
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rotate
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Figure 2: During the rendering phase, the grid of coefficients
is queried to find the scattered radiance incident on the visible
fiber. The coefficients are interpolated from the grid, rotated into
the fiber’s coordinate frame, and multiplied by the precomputed
scattering-function matrix to find the distribution of radiance scat-
tered from the fiber, which is then evaluated in the viewing direction.

with fiber tangentu, we must evaluate the scattering integral:

Lo(x, ωo) =

Z
S2

fs(x, ωo, ωi)Li(x, ωi) sin(ωi, u) dωi (1)

The scattered radianceLo in the directionωo toward the eye is the
integral over the sphereS2 of the scattering functionfs against
the incident radiance distributionLi with respect to projected solid
angle. Li can be expressed as a sum of direct radianceLd and
scattered (indirect) radianceLs. ThenLo = Lo,d + Lo,s, where

Lo,d(x, ωo) =

Z
S2

fs(x, ωo, ωi)Ld(x, ωi) sin(ωi, u) dωi (2)

Lo,s(x, ωo) =

Z
S2

fs(x, ωo, ωi)Ls(x, ωi) sin(ωi, u) dωi (3)

The direct illumination componentLo,d is computed by sampling
luminaires using standard ray tracing techniques. The multiple scat-
tering (indirect) componentLo,s is evaluated based on the stored
representation ofLs(x, ωi) as a set of coefficients for spherical har-
monic functions:

Ls(x, ωi) ≈
(D+1)2X

k=1

ck(x) Yk(ωi) (4)

The coefficientsck(x) (collectively the vectorc) are found by tri-
linearly interpolating coefficients (for spherical harmonics in the
world frame) from the grid, then using the method of Kautz et al.
[2002] to rotatec to c′ = R(x) c so that they are defined relative
to the local frame of the fiber atx.

Once these coefficients are known, the integral in (3) can be com-
puted. Because this integral acts as a linear operator mappingLs to
Lo,s, and this operator is fixed when directions are measured in the
fiber’s local frame, it can be expressed as a matrix transformation
on the coefficients, so that the coefficients of the exiting radiance
ared′ = Fc′. The precomputation of the scattering matrixF,
which depends only on the properties of the fibers, is explained in
Section 3.5. Figure 2 illustrates this computation.

If we have opted not to precomputeF, the exitant scattered radiance
from a fiber in directionωo can be estimated by generating 20 to 50
directional “stabs” by samplingfs(x, ωo, ωi) sin(ωi, u). The fil-
tered grid values can then be used to evaluate the incident radiance
for each stab direction which, when weighted by their respective
attenuation from scattering, average together to the exitant radi-
ance. In our implementation, the matrix multiplication approach
runs around 3 times faster than doing 20 stabs.

ν = 0
ν = 0.05
ν = 0.15

0 πθ = arccos(ω  ω).-

σ 
(θ

) /
 σ

t
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1

Figure 3: The attenuation coefficient for a group of hair fibers
varies with respect to direction. Attenuation is minimized in the
average fiber direction̄ω, seen here whenθ = 0 andπ, and is max-
imized in directionsω perpendicular toω̄, whenθ = π/2. As the
directional deviationν from ω̄ for a group of fibers increases, the
attenuation coefficient becomes less directional.

These shading operations are still too expensive to do per eye ray,
so we used a fiber radiance cache, as described by Moon and
Marschner [2006]. Multiple scattering computations are cached
along hair fibers after they are calculated, and subsequent compu-
tations are interpolated from nearby cached values when possible.

3.2 Voxelizing the hair

The complexity of hair models makes it expensive to carry out the
first pass by light tracing the geometry. Because the details of the
hair arrangement are not important for multiple scattering, a differ-
ent path-tracing procedure can be substituted as long as it generates
the same statistical distribution of paths. We adopt a volumetric ap-
proach that determines the attenuation and average phase function
for regions within the volume, both of which vary with direction
and depend on the underlying arrangement of hair fibers.

We use the voxel grid, which is already needed to store coefficients
of radiance, to also store local measures of hair density and the dis-
tribution of fiber directions. We assume that within each region,
hair fibers are somewhat aligned and clustered around a single av-
erage direction. We then consider three parameters: the average
fiber directionω̄, the standard deviation of fiber directionsν, and
the perpendicular attenuation coefficientσ⊥t . This third quantity is
the attenuationσt(ω) that would result if all fibers in a voxel were
parallel and well separated andω was perpendicular tōω.

In the parallel fiber case, the attenuation functionσt(ω) is simply

σt(ω) = σ⊥t sin θ (5)

whereθ is the angle betweenω and ω̄. For non-parallel but still
well separated fibers, the attenuation is (5) averaged over the dis-
tribution of fiber directions. This average can be precomputed for
a range of values ofθ andν and interpolated; the precomputation
takes a few seconds and is stored in a 2D table. Figure 3 shows
plots ofσt(θ)/σ⊥t for several values ofν. This estimate is approx-
imate when fibers are not well separated, but we have found it to be
sufficiently accurate in practical cases.

Similarly, the phase function of a voxel is simplyfs averaged over
the distribution of fibers in that voxel. We can trace light paths
without calculating it explicitly, as discussed in Section 3.3.

To estimatēω, ν, andσ⊥t on our voxel grid, we use a process we
call voxelization. As illustrated in Figure 4, we rasterize all the hair
segments into the voxel grid, for each segment visiting the voxels

3



To appear in the proceedings of SIGGRAPH 2008

Each fiber contributes
to the statistics at 
nearby voxels

Each voxel maintains
density, mean direction,
and direction variance.

Figure 4: A hair fiber is voxelized. For each sample point near the
fiber, contributions are made to the density and the fiber direction
distribution at that point, weighted based on the minimum distance
to the fiber. The result at each sample point is the volume density of
fibers and the mean and variance of the fiber direction distribution.

within a distanced from the segment. (Voxels that are closer to one
of the adjacent segments are skipped to minimize double counting
of hairs.) After this process, each voxel has a list of the nearby
segment directions, with magnitudes scaled by a weight that drops
linearly to zero at the distanced. The normalized sum of these
directions is taken to bēω, ν is the standard deviation of the dot
products of the (normalized) segment directions withω̄, and

σ⊥t =
2r N

πd2
(6)

where2r is the fiber diameter,N is the number of nearby fibers for
this voxel, andd is the voxelization search distance.

Voxels that receive no contribution are marked as empty. Cells that
are far enough from the nearest non-empty cell that they cannot
participate in any lookup (even indirectly via the filtering pass de-
scribed in Section 3.4) are marked inactive, and no coefficients will
be allocated or computed for them.

3.3 Light tracing

The purpose of the light tracing phase is to estimate the scattered
radiance in all directions everywhere in the hair volume, in terms of
a 3D grid with a vector of spherical harmonic coefficients stored at
each grid point. In this context the radiance is measured as a density
of power-weighted path length per unit volume per unit solid angle:

(power)(path length)
(volume)(solid angle)

=
W · m
m3 · sr .

We handle the density over volume by dividing space into disjoint
rectilinear voxels, one per grid point, and computing the density for
each point using the intersections of the paths with that cell. The
density over directions is easy to estimate because of the orthogo-
nality of our basis: the coefficient ofYk at thejth grid point is

cjk =
X

p

`pj Yk(ωp)∆Φp

∆V
(7)

where the sum is over the intersections of all path segments with the
cell j, which has volume∆V . The contribution is proportional to
the length̀ pj of the intersection between segmentp and cellj, and
to the power∆Φp associated with the light particle. This process is
illustrated in Figure 5.

Light tracing proceeds by tracing paths from light sources in a dis-
tribution proportional to emitted power, in the same way as for pho-
ton mapping, keeping track of the power associated with each path.

Each path contributes
to coefficients of active
voxels it intersects.

Figure 5: A light path being traced through the voxel grid. For each
cell a path segment intersects, a contribution to the directional ra-
diance coefficients at that cell’s sample point is made, proportional
to the path length within the cell. The result at each sample point is
a set of spherical harmonic coefficients representing the directional
distribution of scattered radiance averaged over the cell.

After the first geometric scattering event, we walk through the voxel
grid along each path segment, making a contribution according to
(7) for each intersected grid cell. Scattering occurs according to
σt(ω) for each voxel, which is derived from that voxel’s stored pa-
rameters as discussed in Section 3.2. Upon scattering, we choose
a fiber directionu from the distribution described bȳω andν and
then sample scattered directionωi from fs(x, ωo, ωi) sin(ωi, u).

As in earlier work [Moon and Marschner 2006], we use a ray trac-
ing procedure to chooseωi according tofs(x, ωo, ωi) sin(ωi, u).
Since the model of Marschner et al. [2003] is difficult to sample,
we instead compute the refracted direction for a random entry point
on a rough elliptical fiber.2 This produces an accurate phase func-
tion but is too expensive to evaluate relative to the cost of traversing
the volume. To eliminate this cost we use a table-driven scatter-
ing procedure: instead of running the computation anew for each
scattering event, we compute several thousand random directions
for each possible inclination, then randomly choose one of these
stored directions for each scattering event during the simulation.
Incident rays are generated with random azimuthal angle and ran-
domly across the width of a fiber, resulting in a 2D distribution that,
though discrete, gives an excellent approximation to the correct be-
havior once it has been smoothed through multiple scattering and
projection onto the spherical harmonics basis.

3.4 Filtering

Because the path density contains sharp peaks in some areas, di-
rectly using the accumulated coefficients will lead to ringing in the
spherical harmonics. Unfortunately, the Gibbs phenomenon states
that increasing the degree of the spherical harmonics will not re-
duce this ringing appreciably until the peak is fully resolved, which
would require far more coefficients than is practical. Instead, we
apply a gentle lowpass filter, attenuating the coefficients by a factor
that drops smoothly to zero just beyond the maximum degree.

In the spatial domain, there is random noise in the coefficients that
depends on the ratio of the number of cells to the number of paths.
To reduce this noise to imperceptible levels, we can increase the
number of paths, decrease the grid resolution, or use a smoothing
filter to average nearby cells. For a given budget of paths, we nor-
mally use a dense enough grid that the noise would be evident in

2We simulate roughness by simply randomizing surface normals at fiber
interfaces. This introduces a slight non-physical bias, but has little effect on
the method’s overall accuracy.
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images, because it can be removed more controllably by spatial fil-
tering than by decreasing grid resolution. Specifically, we convolve
the grid with a box filter that has spherical support between 1.5 and
3 grid cells in radius. Less aggressive filtering is required for still
frames than for animations, because the spatial noise is at fairly low
frequency and is hard to notice until temporal incoherence turns it
into perceptible flicker.

3.5 Scattering matrix estimation

Before the rendering of a particular model begins, we precompute
the representation of the hair’s scattering function in terms of the
spherical harmonic basis. As with any linear operator applied to
functions in an orthonormal basis, the effect of applying the scat-
tering integral to the radiance expressed in spherical harmonics
amounts to a linear transformation of the coefficients. Substituting
(4) into (3) and computing the coefficientsd′j = 〈Yj , Lo,s〉:

d′j =

*
Yj ,

Z
S2

fs(ω
′
o, ω

′
i)

(D+1)2X
k=1

c′k Yk(ω′i) sin(ω′i, u
′) dω′i

+

=

(D+1)2X
k=1

Fjk c′k (8)

whereω′i andω′o are directions measured relative to the local co-
ordinate frame of the fiber, andu′ is the fiber direction in the local
frame (thez axis). The matrix entries are then:

Fjk =

ZZ
fs(ω

′
o, ω

′
i) Yj(ω

′
o) Yk(ω′i) sin(ω′i, u

′) dω′i dω′o (9)

The matrixF depends only on the fibers’ intrinsic scattering prop-
erties. In a pre-process, which only needs to be run when the prop-
erties of the fibers are changed, we compute these integrals using
straightforward Monte Carlo integration, then threshold the matrix
to obtain a sparse approximation with about 2% nonzero entries.
When the hair parameters need to be changed frequently, we resort
to the somewhat slower “stabbing” alternative for the integration in
the final pass (see Section 3.1).

In our models we have no fiber-to-fiber variation in properties; all
texture arises from illumination effects. However, when such vari-
ation is required, multiple precomputed scattering matrices may be
interpolated to obtain scattering matrices for a range of parameters.

4 Results

We implemented our method in Java, using a hierarchical grid to
accelerate ray-hair intersection. Timings are reported for a single-
threaded process running on a 3.0 Ghz Intel Core 2 Duo worksta-
tion. Spherical harmonics up to degree 15 (256 coefficients) were
used for all the results.

Our method involves four different precomputations: we voxelize
the hair geometry (Section 3.2), we tabulate the fibers’ volume at-
tenuation function (Section 3.2), we tabulate the scattering function
of an individual fiber (Section 3.3), and we (optionally) precom-
pute a sparse scattering matrixF (Section 3.5). All of these com-
putations except for the generation of the scattering matrix are per-
formed at run-time, and are thus included in the reported timings
for the Tracing phase of our method. Typically, voxelization takes
10 seconds, and tabulating the attenuation function and scattering
function each take 3 seconds.

The off-line precomputation of the scattering matrix for a particu-
lar hair type (color and eccentricity) requires 500,000 importance-
sampled direction pair evaluations to produce a matrix that gives

visually indistinguishable results from those of the stabbing render-
ing method. This takes 700 seconds on a single processing core,
but since this matrix depends only on the fiber properties this work
can be amortized over many frames of an animation.

In Figure 6, we show the comparison between our method and the
photon mapping method of Moon and Marschner [2006] for com-
puting directionally varying multiple scattering in hair. We ren-
dered the front-lit and back-lit ponytail scenes from the previous pa-
per with both methods. With both models tuned to produce a level
of noise acceptable in a still image, the previous method consumed
around 1.5 hrs of CPU time and 1.5 GB of RAM, whereas our new
method produces multiple scattering results of similar quality in 5
minutes using 270 MB of RAM. Note that direct illumination is cal-
culated separately in both cases, and took an additional 10 minutes
to compute.

For three models,ponytail, curls, andbraids, we produced anima-
tions of the hair revolving in studio-like soft lighting (a key light
50 degrees to the right of the viewer, and rim light 150 degrees to
the left forponytailandbraids) and of a small light source orbiting
around them. These videos demonstrate the ability of our method
to capture a variety of directional effects across a range of poses
and lighting conditions.

Figure 7 shows a single frame from each of these animations. Some
points to notice in these images and in the animations include:

• In the ponytail studio scene, note the strong directional effects
near the bottom of the hair. When the hair is curving toward
the camera, the camera is near the specular cone of the key
light and the hair looks light; when it is facing away, although
it is still illuminated, the hair appears dark because the light is
scattered away from the camera.

• In the braids studio scene, note that our grid successfully re-
solves the intricate changes in multiple scattering produced by
the braids. The multiple scattering component plays an im-
portant role in the appearance of the highlights on the braids.
Also, note how light bleeds translucently into the shadows
cast by the braids, taking on a more saturated color.

Rendering multiple scattering in these animations takes on aver-
age 13 minutes per frame on a single processing core, depending
on the orientation of the geometry with respect to the light sources
and camera. This is longer than a single still image because more
paths, and somewhat increased smoothing, are required to com-
pletely eliminate flicker. Rendering single scattering takes around
1 hour for studio scenes and 10 minutes for orbit scenes – consid-
erably longer than the full multiple scattering computation. Table 1
lists these timings in further detail, as well as other parameters of
our method and of the scenes we rendered.

5 Conclusions

In this paper we have demonstrated that physically based multiple
scattering simulation for hair does not have to be nearly as expen-
sive as previously thought. The methods presented in this paper
bring multiple scattering down in cost to where it can be used in
production to achieve the subtle coloration and radiant “glow” that
are characteristic of hair.

One major reason for our method’s speed is that it takes full advan-
tage of the smoothness in the multiple scattering distribution, with-
out giving up the ability to render important effects caused by direc-
tionally varying multiple scattering. Another result of this smooth-
ness assumption, however, is that there is a limit to how directional
radiance distributions can be and still be accurately represented by
our spherical harmonic basis. Similarly, the spatial resolution of
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Figure 6: Comparison against the method of Moon and Marschner [2006], using their model and both their (left) and our (right) methods.
We obtain results of equivalent visual quality, but more than an order of magnitude faster.

(a) (b) (c)

(d) (e) (f)

Figure 7: Renderings of three hairstyles using our new method. (a-c) Renderings under studio-like lighting, producing realistic results under
relatively soft lighting. (d-f) Renderings under strong back lighting, illustrating our method’s ability to handle stronger directional effects.
See the accompanying video for animation sequences corresponding to these six images.
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Scene Hairs Segments Grid size Active cells Paths traced Smoothingr Trace time Render time Total time
Ponytail 27K 1M 33x109x49 46074 160M 2.2 cells 11 min 2 min 13 min
Braids 48K 5M 74x107x32 160686 100M 2.0 cells 10 min 3 min 13 min
Curls 8K 1.5M 46x133x87 132165 100M 2.0 cells 8 min 4 min 12 min

Table 1: The parameters of our model, details of our scenes, and performance results. Timings refer to the computation of multiple scattering
only; single scattering typically took about 1 hour per frame for studio scenes and 10 minutes for orbiting scenes. During animations, timings
and memory usage vary based on the geometry’s orientation to the lights and camera. Images were rendered at 600 x 600 resolution, 64 rays
per pixel. All tests were performed one a single core of a 3.0 Ghz Intel Core 2 Duo workstation restricted to 1 GB of RAM.

our method is limited by the spacing of our rectilinear grid. This
results in an amount of spatial and angular blurring comparable to
photon mapping methods, but with considerably less memory and
time required.

An important factor limiting the quality of the results is the qual-
ity of the models. Our models were created in a state-of-the-art
hair modeling system, but we still do not know whether they are
arranged at all similarly to the fibers in real hair assemblies. Learn-
ing about the statistics of fibers in natural hair and creating tools
that can produce physically plausible fiber arrangements are impor-
tant areas of future work that will help physically based rendering
of hair achieve its full potential.
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